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Pairwise algorithms refer to a learning problem with loss functions depend-
ing on pairs of examples. There has been remarkable work on analyzing
their generalization properties in batch and online settings such as algorith-
mic stabilities, robustness or regularization. This paper is concerned with
distributed pairwise algorithms for dealing with big data, based on a divide-
and-conquer strategy. We show that the global estimator of the distributed
pairwise algorithm is as good as that of the classical algorithm processing the
whole data on a single machine. We present the optimal convergence rate for
the distributed pairwise algorithm and provide a theoretical upper bound for
the number of local machines under which the optimal rate is retained. Our
analysis is achieved by the integral operator decomposition and distributed
U-statistics.
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