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Training of deep networks is interpreted sometimes as a data-driven determi-
nation of the kernel function in supervised kernel learning. In this model the
kernel representation changes iteratively from one hidden layer to another.
Then it is natural to assume that the target of the learning process does
not belong to reproducing kernel Hilbert spaces generated by intermediate
kernels (otherwise no further iterations are needed) that corresponds to the
so-called misspecified kernel setting, which has attracted attention again re-
cently. In the talk we are going to discuss how recent results in the above
setting can be used to estimate the effectiveness of the network architecture.
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