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We analyse several approximation results of deep neural networks that demon-
strate to what extent unspecified low-dimensionality of functions improves
the approximation properties of neural networks. Among others, we will s-
tudy low dimensionality modelled by a compositional model as well as that
arising in the solution of parametric PDEs.
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