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I will discuss some recent advances in stochastic nonconvex optimization for
machine learning, including the convergence of SGD as well as an improved
version called SPIDER, which employs variance reduction to achieve faster
convergence.
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